Problem Sets Related to Lectures and Readings

LEC | TITLE Reading | Assignment
#
1 The Column Space of A Contains Section | Problem SetI.1
All Vectors Ax 1.1
5 Multiplying and Factoring Section | Problem Set .2
Matrices 1.2
Orthonormal Columns In Q Give Section Problem Set 1.5
3 y et lhbing
QQ=1 1.5
4 Eigenvalues and Eigenvectors Selct6|on —Problem setl.6
5 Positive Definite and Section Problem Set 1.7
Semidefinite Matrices 1.7
6 Singular Value Decomposition Section | Problem Set 1.8
(SvD) 1.8
7 Eckart-Young: The Closest Rank k Section | Problem Set 1.9
Matrix to A 1.9
8 Norms of Vectors and Matrices Selcillon Problem Set .11
9 Four Ways to Solve Least Squares Section Problem Set 1.2 Problems 2, 8, 9
Problems 1.2
Intro Ch. | Problem Set 1.2 Probl 12 and 17
10 | Survey of Difficulties with Ax=b | r; roblem >¢ roblems -2 an

Section Problem Set 1.11 Problem 6
.11 Problem Set 1.2 Problem 10

11 | Minimizing ||x|| Subject to Ax = b

12 Computing Eigenvalues and Section | Problem SetIl.1
Singular Values 1.1

13 | Randomized Matrix Manipulation Selcltlllon —Problem setll4

14 Low Rank Changes in A and Its Section | Problem Set lll.1
Inverse .1

15 Matrices A(t) dependingon t / Sections | Problem Set lll.2 Problems 1, 2,5
Derivative = dA/dt 1.1-2

16 Derivatives of Inverse and Sections | Problem Set 11l.2 Problems 3, 12
Singular Values 1.1-2

17 Rapidly Decreasing Singular Section | Problem Set IIl.3
Values 1.3

18 Counting Parameters in SVD, LU, Append., | Problem Set IIl.2
QR, Saddle Points Sec. 1.2

19 Saddle Points Continued / Sections | Problem Set V.1 Problems 3, 8
Maxmin Principle 1.2, v.1

Sections | Problem Set V.1 Problems 10. 12

20 | Definitions and Inequalities V.1,V.3 | Problem Set V.3 Problem 3




21 Minimizing a Function Step by Sections | Problem Set VI.1
Step VI.1, VI.4
29 Gradient Descent: Downbhill to a Section | Problem Set VI.4 Problems 1, 6
Minimum Vi.4
’3 Accelerating Gradient Descent Section | Problem Set VI.4 Problem 5
(Use Momentum) V1.4)
24 Linear Programming and Two- Sections | Problem Set VI.2 Problem 1
Person Games VI.2-VIL.3 | Problem Set VI.3 Problems 2, 5
25 | Stochastic Gradient Descent Se\fltlson Problem Set VI.5
26 Structure of Neural Nets for Deep | Section | Problem Set VII.1
Learning VII.1
Backpropagation to Find Section | Problem Set VII.2
27 | Derivative of the Learning VII.2
Function
28 | Computing in Class Section | [No Problems Assigned]
VII.2 and
Appendix
3
29 | [No Video Recorded] Nc.) [No Problems Assigned]
Readings
30 Completing a Rank-One Matrix / Sections | Problem Set IV.8
Circulants! IV.8, V.2 | Problem Set IV.2
31 Eigenvectors of Circulant Section Problem Set IV.2
Matrices: Fourier Matrix V.2
32 ImageNet is a CNN / The Section | Problem Set IV.2
Convolution Rule V.2
. Sections | Problem Set VII.1
33 Ej::;:)':ets and the Learning VI.1, | Problem Set V.10
V.10
34 Distance Ma.1trices/. Procrustes Seli;c.lg’ns Problem Set IV.9
Problem / First Project V.10
35 Finding Clusters in Graphs / Sections | Problem Set IV.6
Second Project: Handwriting IV.6—IV.7
36 Third Project / Alan Edelman and | Sections | [No Problems Assigned]
Julia Language 1.3, VII.2




Problems for Lecture 1 (from textbook Section 1.1)

1

18

Give an example where a combination of three nonzero vect®s is the zero
vector. Then write your example in the forlme = 0. What are the shapes 4fand
x and0 ?

SupposeA is the3 by 3 matrix oneg3, 3) of all ones. Find two independent vec
torsx andy that solveAx = 0 and Ay = 0. Write that first equatiodlz = 0
(with numbers) as a combination of the columnsglofWhy don't | ask for a third
independent vector withz = 0?

Suppose the column space ofratby » matrix is all ofR®. What can you say about
m ? What can you say abou® What can you say about the rarik

If A= CR, what are th& R factors of the matri{ 0 ?

0 ]



Problems for Lecture 2 (from textbook Section 1.2)

2 Supposex andb are column vectors with components . . ., a,, andby, ..., by,.

Can you multiplya timesb™ (yes or no)? What is the shape of the anawer?
What number is in row, column; of ab® ? What can you say about™ ?

6 If A has columns,as,as andB = I is the identity matrix, what are the rank one
matricesa; b} anda.b; andazb; ? They should add td7 = A.



Problems for Lecture 3 (from textbook Section 1.5)

2 Draw unit vectora: andw that arenot orthogonal. Show that = v — u(uTv) is
orthogonal tau (and addw to your picture).

4 Key property of every orthogonal matrixtQz||> = [|=||? for every vectorz.
More than this, show thagQz)T(Qy) = =Ty for every vectorz andy. So
lengths and angles are not changed by (. Computations with @ never overflow!

6 A permutation matrix has the same columns as the identity matrix (in some order).
Explain why this permutation matrix and every permutation matrix is orthogonal :

has orthonormal columns 0" P = andP~'=

— o O o
S O O
o O = O
o= O O

When a matrix is symmetric or orthogonialwill have orthogonal eigenvectors
This is the most important source of orthogonal vectors in applied mathematics.



Problems for Lecture 4 (from textbook Section 1.6)

2 Compute the eigenvalues and eigenvectors ahd A—!. Check the trace !

A= {(1) f] and A!— Hg (1)}

A~1hasthe eigenvectors 4s WhenA has eigenvalues; and),, its inverse
has eigenvalues

11  Theeigenvalues of A equal the eigenvaluesof AT. This is becauséet(A — \I)
equalsdet(AT — \I). That is true because . Show by an example that the
eigenvectors oft and AT arenot the same.

15 (a) Factor these two matrices itdo= XAX L

Yl

(b) If A= XAX'thenA® = ( )( )( )andA~'=( )( )( ).



Problems for Lecture 5 (from textbook Section 1.7)
3 For which numberg andc are these matrices positive definite?
10 2 4 c b
=l =l sl

With the pivots inD and multiplier inL, factor each4 into LDLT.

14  Find the3 by 3 matrix .S and its pivots, rank, eigenvalues, and determinant:

[ZCl T2 .Ig} [ S ] |:.’L';] :4(I1—I2+2I3)2.

€3

15 Compute the three upper left determinantsSdb establish positive definiteness.
Verify that their ratios give the second and third pivots.

2 20
Pivots = ratios of determinants S = [2 5 3] .
0 3 8



Problems for Lecture 6 (from textbook Section 1.8)

1

A symmetric matrixS = ST has orthonormal eigenvectors to v,,. Then any
vectorz can be written as a combinatisn= c;v; + - - - + ¢, v,,. Explain these two
formulas:

iz =cl+ -+ 2T Sz = A\c + -+ 2.

Find thes's andv’s andu’s in the SVD forA = [ g ;L } . Use equation (12).



Problems for Lecture 7 (from textbook Section 1.9)

2 Find a closest rank-approximation to these matricel?(or Frobenius norm) :

300
A=1]0 2 0 A_[gﬂ A_Hé]
00 1

10 If Ais a2 by 2 matrix withoy > o5 > 0, find |[A~1||; and||A~"|[%.



Problems for Lecture 8 (from textbook Section 1.11)

1 Show directly this fact aboudt and¢? and¢> vector norms {|v||3 < ||v|]1 [|]]co-
7 A short proof of |[AB||r < ||A]|F || B||r starts from multiplying rows times columns :
|(AB);;|? < |[row i of A||? ||columnj of B||? is the Cauchy-Schwarz inequality

Add up both sides over allandj to show that| AB||% < ||A||% || B]|%.

10



Problems for Lecture 9 (from textbook Section I1.2)

2 Why doA and A have the same rank ? Afis square, dol andA™ have the same
eigenvectors ? What are the eigenvalueg of?

8  What multiple ofa = [1] should be subtracted froln= [4] to make the result
A, orthogonal tm? Sketch a figure to shaw b, and As.

9 Complete the Gram-Schmidt process in Probemy computingg, = a/||al| and
g, = Az /||A2z| and factoring intd@) R:

E 3]‘[‘11 q?] M |fzz|]

The backslash commant\b is engineered to maké block diagonal when possible.

1"



Problems for Lecture 10 (from textbook Introduction Chapter 2)

Problems 12 and 17 use four data points & (0, 8, 8, 20) to bring out the key ideas.

b,=20 T
es b=(0.8,8,20)
T b4 \e\ L error vector
b= C + Dt 4p, \\p:Ca1+Da2

+ e

by=by;=8 1 . ’ projection of b
I D2 az =0,1,3,4)

P1 ¢e, ar=(1,1,1,1)
bl:(t)lzo tzlzl : t3=:3 z4==4

Figure 11.3: The closest lin€ + Dt in thet — b plane matche€'a; + Da, in R%.

12 With b = 0,8,8,20 att = 0,1,3,4, set up and solve the normal equations
AT Az = ATb. For the best straight line in Figure 11.3a, find its four heights
and four errorg;. What is the minimum squared err= e? + e3 + €2 + e ?

17 Projectb = (0,8, 8,20) onto the line through = (1,1,1,1). FindZ = a*b/aTa
and the projectiop = Za. Check that = b — p is perpendicular ta, and find the
shortest distancie|| from b to the line througla.

12



Problems for Lecture 11 (from textbook Section 1.11)
Problem Set 1.11

6 The first page of 1.11 showsit balls for the ¢* and¢? and /> norms. Those
are the three sets of vectars= (vy,v2) with [[v]|1 < 1,||[v]l2 < 1,||v]|eo < 1.
Unit balls are always convex because of the triangle inequality for vector norms:

If ||v]| < 1and||w|| < 1show thaf|? + £|| < 1.

Problem Set I1.2

10  What multiple ofa = [1] should be subtracted from= [ 3] to make the result
A, orthogonal tm? Sketch a figure to shaw b, andA-.

13



Problem for Lecture 12 (from textbook Section I1.1)

These problems stawith a bidiagonah by n backward difference matrixpD =I — S.
Two tridiagonal second difference matrices are'™DD .4nd—S +27 — S T The shift S
hasonenonzerosubdiagonab; ;_; = 1for i = 2,...,n. A hasdiagonals—1,2, —1.

1 Show thatDD™T equalsA except thatl # 2 in their (1,1) entries. Similarly
DTD = Aexceptthal # 2 in their(n,n) entries.

14



Problems for Lecture 13 (from textbook Section 11.4)

1

Given positive numbers, . .., a, find positive numbersg; ..., p, so that
2 2
p1+--+p,=1 and V = ﬂ+- . -+a—" reaches its minimurtu; +- - -+a,, ).
D1 Pn
The derivatives of.(p,\) =V — A(p1 + - -- + p, — 1) are zero as in equation (8).

If M =117 is then by n matrix of1’s, prove that. — M is positive semidefinite.
Problem3 was the energy test. For Problem 4, find the eigenvalues ef M.

15



Problems for Lecture 14 (from textbook Section II1.1)

1 Another approach toI — uvT)~! starts with the formula for a geometric series:
(1—2)'=1+2+22+23+--- Apply that formula wher = uv™ = matrix :

(I —wot)™t =T+uv’ +wvTuv® + voTuvTuv® + -
=I+ull+vTu+vTuv ™+ |0t
uvT I .
Takexz = vTu to seel + o’ This is exactly equation (1) fof — uv™)~!.
—vTu

4 Problem 3 found the inverse matfi¥—! = (4 — wv™)~!. In solving the equation
My = b, we computenly the solutiony and not the whole inverse matdy .
You can findy in two easy steps:

Step1 SolveAzx = bandAz = u. ComputeD =1 — vT 2.
T
Step2 Theny =z + %z is the solution ta\/y = (4 — uvT)y = b.

Verify (A—uv™)y =b.We solved two equations using, no equations usingV.

16



Problems for Lecture 15 (from textbook Sections II1.1-111.2)

1

A unit vectoru(t) describes a point moving around on the unit spére = 1.
Show that the velocity vectadr/dt is orthogonal to the positionu™ (du/dt) = 0.

Suppose you add a positive semidefinéek two matrix to S. What interlacing
inequalities will connect the eigenvaluesf S anda of S + uu™ + vo™ ?

Find the eigenvalues of; and A, and A;. Show that they are interlacing :

1 -1 0 .
As=| -1 2 -1 AQ_[_l 2] A=[1]
0 -1 1

17



Problems for Lecture 16 (from textbook Sections II1.1-111.2)

3 (a) Find the eigenvalues (¢) andAs(¢) of A — [ - } —|—t[ o }

(b) At¢ =0, find the eigenvectors of(0) and verify% = yT% x.

(c) Check that the changé(t) — A(0) is positive semidefinite far > 0. Then
verify the interlacing lawA; (£) > A1(0) > Aa(t) > A2(0).

12 If TSz > 0forallz # 0 andC is invertible, why i Cy)TS(Cy) also positive ?
This shows again that & has all positive eigenvalues, so d6€sSC.

18



Problems for Lecture 17 (from textbook Section I11.3)

2 Show that the eviHilbert matrix H passes the Sylvester tektl — HB = C

1 1 ..
= — = — 1,3,... — = — =
H;; | A 2d|ag( )3, ,2n 1) B A C ones{n)

6 If an invertible matrix X satisfies the Sylvester equatiohX — XB = C,
find a Sylvester equation fof —*.

19



Problems for Lecture 18 (from textbook Section I11.2)

4

10

S is a symmetric matrix with eigenvalugs > X2 > ... > )\, and eigenvectors
q:,495,---,49,- Whichi of those eigenvectors are a basis foriatimensional
subspac@” with this property : The minimum af ' Sz /xzTx for z in Y is \;.

Show that thi2n x 2n KKT matrix H hasn positive anch negative eigenvalues:

S positive definite

S C
C invertible H = [ }

CT o

The firstn pivots fromS are positive. The last pivots come from-CTS~1C.

20



Problems for Lecture 19 (from textbook Sections II1.2 and V.1)

3

We know: % of all integers are divisible Byand% of integers are divisible by.
What fraction of integers will be divisible Byor 7 or both ?

Equation (4) gave a second equivalent form4ér(the variance using samples):

sum of(z; — m)? ! [(sum ofz}) — Nm?] .

s? -
N-1

TN-1
Verify the matching identity for the expected varianédusingm = X p; x;) :

0% = sumofp; (z; — m,)2 = (sum of p; :cf) —m?Z2.

21



Problems for Lecture 20 (from textbook Section V.1)
10 Computer experiment: Find the averaigooooo of @ million randon 0-1 samples'!
What is your value of the standardized variaile= (Ay — 1) /2V/N ?

12 For any functionf(z) the expected value is[B = Y p; f(x;) or [ p(z) f(x) dx
(discrete or continuous probability). The function canzber (z — m)? or 2.

If the mean is 2] = m and the variance is[& — m)?] = o2 what is E[z?2]?

Problem for Lecture 20 (from textbook Section V.3)

3 Afair coin flip has outcomeX = 0 andX = 1 with probabilities{ and$. What

is the probability thatX’ > 2X ? Show that Markov’s inequality gives the exact
probability X /2 in this case.

22



Problems for Lecture 21 (from textbook Sections VI.1 and VI4)

1 When is the union of two circular discs a convex set ? Or two squares ?

5 SupposekX is convex and'(z) = 1 for z in K and F(z) = 0 for 2 not in K.
Is F' a convex function ? What if thieand1 are reversed ?

23



Problems for Lecture 22 (from textbook Section VI.4)

1 For a1l by 1 matrix in Example3, the determinant is jusfet X = z1;.
Find the first and second derivativesiofX) = —log(det X) = —logxy; for
x11 > 0. Sketch the graph df = — log x to see that this functiof is convex.

6 What is the gradient descent equation; = x — sV f () for the least squares

problem of minimizingf (x) = %||Az — b|? ?

24



Problem for Lecture 23 (from textbook Section VI.4)

5 Explain why projection onto a convex skt is a contraction in equation (24).
Why is the distancBx — y|| never increased whenandy are projected onté ?

25



Problem for Lecture 24 (from textbook Section VI.2)

1

Minimize F(xz) = 1T Sz = 2% + 223 subject toA™@ = z; + 322 = b.

(a) What is the Lagrangiah(x, A) for this problem ?

(b) What are the three equations “derivativd.of zero” ?

(c) Solve those equations to find = (27, 23) and the multiplie\*.

(d) Draw Figure V1.4 for this problem with constraint line tangent to cost circle.

(e) Verify that the derivative of the minimum costig™ /9b = —\*.

Problems for Lecture 24 (from textbook Section VI1.3)

2

Suppose the constraints are + z2 + 223 = 4 andxz; > 0,22 > 0,23 > 0.
Find the three corners of this triangle ®f. Which corner minimizes the cost
cTx =5z, + 322 + 8237

Find the optimal (minimizing) strategy foX to choose rows. Find the optimal
(maximizing) strategy fot” to choose columns. What is the payoff framto Y
at this optimal minimax point*, y* ?

Payoff 1 2
matrices 4 8

N
-

oo

26



Problem for Lecture 25 (from textbook Section VIL.5)

1 Suppose we want to minimizé(z,y) = y* + (y — z)?. The actual minimum
is F = 0at(z*,y*) = (0,0). Find the gradient vectdv F' at the starting point
(z0,y0) = (1,1). For full gradient descentdt stochastic) with steps = 3, where

iS (xlayl) ?

27



Problems for Lecture 26 (from textbook Section VII.1)

4 Explain with words or show with graphs why each of these statements about
Continuous Piecewise Linear functions (CPL functions) is true :

M The maximumM (z,y) of two CPL functiong (z,y) andF»(x, y) is CPL.
S The sumS(z,y) of two CPL functiong (z, y) andF»(z, y) is CPL.
C If the one-variable functiongs= F(z) andz = Fy(y) are CPL,

so is the compositiofi'(z) = z = (Fa(Fi(x)).

Problem 7 uses the blue ball, orange ring example oplayground.tensorflow.org
with one hidden layer and activation by ReLU (not Tanh). When learning succeeds,
a white polygon separates blue from orange in the figure that follows.

7 Does learning succeed faf = 4 ? What is the count(V, 2) of flat pieces irF'(x) ?
The white polygon shows where flat pieces in the gragh(sf change sign as they
go through the base plane= 0. How many sides in the polygon ?

28


https://playground.tensorflow.org

Problems for Lecture 27 (from textbook Section VII.2)

2 If Ais anm by n matrix withm > n, is it faster to multiplyd(AT A) or (AAT)A?

5 Draw a computational graph to compute the funcfion y) = 23(z — y). Use the
graph to computg(2, 3).

29



Problem for Lecture 30 (from textbook Section IV.8)

3 For a connected graph wiflf edges andV nodes, what requirement dd and N

comes from each of the worgzanning tree?

Problem for Lecture 30 (from textbook Section IV .2)

1 Finde * d ande * dforc=(2,1,3) andd = (3,1, 2).

30



Problems for Lecture 31 (from textbook Section IV.2)
3 If cxd = e, whyis(Yc) (> di) = (X e;)? Why was our check successful?
(14243)(5+0+4)=(6)(9) =54 =>5+10+ 19+ 8+ 12.

5 What are the eigenvalues of théy 4 circulantC = I + P + P2 + P3? Connect
those eigenvalues to the discrete transféiarfor ¢ = (1,1, 1,1). For which three
real or complex numbetsis 1 + z + 22 + 23 =07

31



Problem for Lecture 32 (from textbook Section IV .2)

4 Any two circulant matrices of the same size commuta?? = DC. They have
the same eigenvectots, (the columns of the Fourier matriX). Show that the
eigenvalues\; (C'D) are equal to\;(C) timesA, (D).

32



Problem for Lecture 33 (from textbook Section VII.1)

5 How many weights and biases are in a network wite= Ny = 4 inputs in each
feature vectowy and N = 6 neurons on each of tt3ehidden layers ? How many
activation functiongReLU) are in this network, before the final output ?

Problem for Lecture 33 (from textbook Section 1V.10)

2 ||z — 2| = 9 and||z2 — x3]|> = 16 and||z; — x3||> = 25 do satisfy the
triangle inequality3 + 4 > 5. ConstructG and find pointse,, 22, 3 that match
these distances.

33



Problem for Lecture 34 (from textbook Sections IV.9 and 1V.10)

1 Which orthogonal matrix) minimizes||X — Y Q||% ? Use the solutio) = UV'™T
above and also minimize as a functiord ¢éet thef-derivative to zero) :

1 2 1 0 cosf —sinf
X_[21} Y_[O 1] Q_[siDG cos@]

34



Problem for Lecture 35 (from textbook Sections IV.6-1V.7)

1 What are the Laplacian matrices for a triangle graph and a square graph ?

35
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