
Joint Distributions, Independence
Class 7, 18.05

Jeremy Orloff and Jonathan Bloom

1 Learning Goals

1. Understand what is meant by a joint pmf, pdf and cdf of two random variables.

2. Be able to compute probabilities and marginals from a joint pmf or pdf.

3. Be able to test whether two random variables are independent.

2 Introduction

In science and in real life, we are often interested in two (or more) random variables at the
same time. For example, we might measure the height and weight of giraffes, or the IQ
and birthweight of children, or the frequency of exercise and the rate of heart disease in
adults, or the level of air pollution and rate of respiratory illness in cities, or the number of
Facebook friends and the age of Facebook members.

Think: What relationship would you expect in each of the five examples above? Why?

In such situations the random variables have a joint distribution that allows us to compute
probabilities of events involving both variables and understand the relationship between the
variables. This is simplest when the variables are independent. When they are not, we use
covariance and correlation as measures of the nature of the dependence between them.

3 Joint Distribution

3.1 Discrete case

Suppose X and Y are two discrete random variables and that X takes values {x1, x2, . . . , xn}
and Y takes values {y1, y2, . . . , ym}. The ordered pair (X,Y ) take values in the product
{(x1, y1), (x1, y2), . . . (xn, ym)}. The joint probability mass function (joint pmf) of X and Y
is the function p(xi, yj) giving the probability of the joint outcome X = xi, Y = yj .

We organize this in a joint probability table as shown:

1
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X\Y y1 y2 . . . yj . . . ym

x1 p(x1, y1) p(x1, y2) · · · p(x1, yj) · · · p(x1, ym)

x2 p(x2, y1) p(x2, y2) · · · p(x2, yj) · · · p(x2, ym)

· · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · ·
xi p(xi, y1) p(xi, y2) · · · p(xi, yj) · · · p(xi, ym)

· · · · · · · · · · · · · · · · · ·
xn p(xn, y1) p(xn, y2) · · · p(xn, yj) · · · p(xn, ym)

Example 1. Roll two dice. Let X be the value on the first die and let Y be the value on
the second die. Then both X and Y take values 1 to 6 and the joint pmf is p(i, j) = 1/36
for all i and j between 1 and 6. Here is the joint probability table:

X\Y 1 2 3 4 5 6

1 1/36 1/36 1/36 1/36 1/36 1/36

2 1/36 1/36 1/36 1/36 1/36 1/36

3 1/36 1/36 1/36 1/36 1/36 1/36

4 1/36 1/36 1/36 1/36 1/36 1/36

5 1/36 1/36 1/36 1/36 1/36 1/36

6 1/36 1/36 1/36 1/36 1/36 1/36

Example 2. Roll two dice. Let X be the value on the first die and let T be the total on
both dice. Here is the joint probability table:

X\T 2 3 4 5 6 7 8 9 10 11 12

1 1/36 1/36 1/36 1/36 1/36 1/36 0 0 0 0 0

2 0 1/36 1/36 1/36 1/36 1/36 1/36 0 0 0 0

3 0 0 1/36 1/36 1/36 1/36 1/36 1/36 0 0 0

4 0 0 0 1/36 1/36 1/36 1/36 1/36 1/36 0 0

5 0 0 0 0 1/36 1/36 1/36 1/36 1/36 1/36 0

6 0 0 0 0 0 1/36 1/36 1/36 1/36 1/36 1/36

A joint probability mass function must satisfy two properties:
1. 0 ≤ p(xi, yj) ≤ 1
2. The total probability is 1. We can express this as a double sum:

∑n m

i=1

∑
p(xi, yj) = 1

j=1
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3.2 Continuous case

The continuous case is essentially the same as the discrete case: we just replace discrete sets
of values by continuous intervals, the joint probability mass function by a joint probability
density function, and the sums by integrals.

If X takes values in [a, b] and Y takes values in [c, d] then the pair (X,Y ) takes values in
the product [a, b] × [c, d]. The joint probability density function (joint pdf) of X and Y
is a function f(x, y) giving the probability density at (x, y). That is, the probability that
(X,Y ) is in a small rectangle of width dx and height dy around (x, y) is f(x, y) dx dy.

y

d
Prob. = f(x, y) dx dy

dy

dx

c

x
a b

A joint probability density function must satisfy two properties:
1. 0 ≤ f(x, y)
2. The total probability is 1. We now express this as a double integral:∫ d ∫ b

f(x, y) dx dy = 1
c a

Note: as with the pdf of a single random variable, the joint pdf f(x, y) can take values
greater than 1; it is a probability density, not a probability.

In 18.05 we won’t expect you to be experts at double integration. Here’s what we will
expect.

• You should understand double integrals conceptually as double sums.

• You should be able to compute double integrals over rectangles.

• For a non-rectangular region, when f(x, y) = c is constant, you should know that the
double integral is the same as the c× (the area of the region).

3.3 Events

Random variables are useful for describing events. Recall that an event is a set of outcomes
and that random variables assign numbers to outcomes. For example, the event ‘X > 1’
is the set of all outcomes for which X is greater than 1. These concepts readily extend to
pairs of random variables and joint outcomes.
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Example 3. In Example 1, describe the event B = ‘Y −X ≥ 2’ and find its probability.

answer: We can describe B as a set of (X,Y ) pairs:

B = {(1, 3), (1, 4), (1, 5), (1, 6), (2, 4), (2, 5), (2, 6), (3, 5), (3, 6), (4, 6)}.

We can also describe it visually

X\Y 1 2 3 4 5 6

1 1/36 1/36 1/36 1/36 1/36 1/36

2 1/36 1/36 1/36 1/36 1/36 1/36

3 1/36 1/36 1/36 1/36 1/36 1/36

4 1/36 1/36 1/36 1/36 1/36 1/36

5 1/36 1/36 1/36 1/36 1/36 1/36

6 1/36 1/36 1/36 1/36 1/36 1/36

The event B consists of the outcomes in the shaded squares.

The probability of B is the sum of the probabilities in the orange shaded squares, so
P (B) = 10/36.

Example 4. Suppose X and Y both take values in [0,1] with uniform density f(x, y) = 1.
Visualize the event ‘X > Y ’ and find its probability.

answer: Jointly X and Y take values in the unit square. The event ‘X > Y ’ corresponds
to the shaded lower-right triangle below. Since the density is constant, the probability is
just the fraction of the total area taken up by the event. In this case, it is clearly 0.5.

y

1

‘X > Y ’

x
1

The event ‘X > Y ’ in the unit square.

Example 5. Suppose X and Y both take values in [0,1] with density f(x, y) = 4xy. Show
f(x, y) is a valid joint pdf, visualize the event A = ‘X < 0.5 and Y > 0.5’ and find its
probability.

answer: Jointly X and Y take values in the unit square.
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y

1

A

x
1

The event A in the unit square.

To show f(x, y) is a valid joint pdf we must check that it is positive (which it clearly is)
and that the total probability is 1.

1 1 1 1
1

Total probability =

∫
4xy dx dy = 2x2y dy = 2y dy = 1. QED

0
0

∫
0

∫
0

[ ∫
0

The event A is just the upper-left-hand quadrant. Because

]
the density is not constant we

must compute an integral to find the probability.

P (A) =

∫ .5 ∫ 1 .5 .5
1 3x

4xy dy dx =

∫
dx

.
0

[
2xy2

]
=

5
.5 0

∫
0 2

dx =
3

16
.

3.4 Joint cumulative distribution function

Suppose X and Y are jointly-distributed random variables. We will use the notation ‘X ≤
x, Y ≤ y’ to mean the event ‘X ≤ x and Y ≤ y’. The joint cumulative distribution function
(joint cdf) is defined as

F (x, y) = P (X ≤ x, Y ≤ y)

Continuous case: If X and Y are continuous random variables with joint density f(x, y)
over the range [a, b]× [c, d] then the joint cdf is given by the double integral

F (x, y) =

∫ y ∫ x

f(u, v) du dv.
c a

To recover the joint pdf, we differentiate the joint cdf. Because there are two variables we
need to use partial derivatives:

∂2F
f(x, y) = (x, y).

∂x∂y

Discrete case: If X and Y are discrete random variables with joint pmf p(xi, yj) then the
joint cdf is give by the double sum

F (x, y) = p(xi, yj).
x

∑
i≤x y

∑
j≤y
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3.5 Properties of the joint cdf

The joint cdf F (x, y) of X and Y must satisfy several properties:

1. F (x, y) is non-decreasing: i.e. if x or y increase then F (x, y) must stay constant or
increase.

2. F (x, y) = 0 at the lower-left of the joint range.
If the lower left is (−∞,−∞) then this means lim F (x, y) = 0.

(x,y)→(−∞,−∞)

3. F (x, y) = 1 at the upper-right of the joint range.
If the upper-right is (∞,∞) then this means lim F (x, y) = 1.

(x,y)→(∞,∞)

Example 6. Find the joint cdf for the random variables in Example 5.

answer: The event ‘X ≤ x and Y ≤ y’ is a rectangle in the unit square.

y

1

(x, y)

‘X ≤ x & Y ≤ y’

x
1

To find the cdf F (x, y) we compute a double integral:

y x

F (x, y) =

∫
0

∫
4uv du dv = x2y2

0
.

Example 7. In Example 1, compute F (3.5, 4).

answer: We redraw the joint probability table. Notice how similar the picture is to the one
in the previous example.

F (3.5, 4) is the probability of the event ‘X ≤ 3.5 and Y ≤ 4’. We can visualize this event
as the shaded rectangles in the table:

X\Y 1 2 3 4 5 6

1 1/36 1/36 1/36 1/36 1/36 1/36

2 1/36 1/36 1/36 1/36 1/36 1/36

3 1/36 1/36 1/36 1/36 1/36 1/36

4 1/36 1/36 1/36 1/36 1/36 1/36

5 1/36 1/36 1/36 1/36 1/36 1/36

6 1/36 1/36 1/36 1/36 1/36 1/36
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The event ‘X ≤ 3.5 and Y ≤ 4’.

Adding up the probability in the shaded squares we get F (3.5, 4) = 12/36 = 1/3.

Note. One unfortunate difference between the continuous and discrete visualizations is that
for continuous variables the value increases as we go up in the vertical direction while the
opposite is true for the discrete case. We have experimented with changing the discrete
tables to match the continuous graphs, but it causes too much confusion. We will just have
to live with the difference!

3.6 Marginal distributions

When X and Y are jointly-distributed random variables, we may want to consider only one
of them, say X. In that case we need to find the pmf (or pdf or cdf) of X without Y . This
is called a marginal pmf (or pdf or cdf). The next example illustrates the way to compute
this and the reason for the term ‘marginal’.

3.7 Marginal pmf

Example 8. In Example 2 we rolled two dice and let X be the value on the first die and
T be the total on both dice. Compute the marginal pmf of X and of T .

answer: In the table each row represents a single value of X. So the event ‘X = 3’ is the
third row of the table. To find P (X = 3) we simply have to sum up the probabilities in this
row. We put the sum in the right-hand margin of the table. Likewise P (T = 5) is just the
sum of the column with T = 5. We put the sum in the bottom margin of the table.

X\T 2 3 4 5 6 7 8 9 10 11 12 p(xi)

1 1/36 1/36 1/36 1/36 1/36 1/36 0 0 0 0 0 1/6

2 0 1/36 1/36 1/36 1/36 1/36 1/36 0 0 0 0 1/6

3 0 0 1/36 1/36 1/36 1/36 1/36 1/36 0 0 0 1/6

4 0 0 0 1/36 1/36 1/36 1/36 1/36 1/36 0 0 1/6

5 0 0 0 0 1/36 1/36 1/36 1/36 1/36 1/36 0 1/6

6 0 0 0 0 0 1/36 1/36 1/36 1/36 1/36 1/36 1/6

p(tj) 1/36 2/36 3/36 4/36 5/36 6/36 5/36 4/36 3/36 2/36 1/36 1

Computing the marginal probabilities P (X = 3) = 1/6 and P (T = 5) = 4/36.

Note: Of course in this case we already knew the pmf of X and of T . It is good to see that
our computation here is in agreement!

As motivated by this example, marginal pmf’s are obtained from the joint pmf by summing:

pX(xi) =
∑

p(xi, yj), pY (yj) =
j

∑
p(xi, yj)

i

The term marginal refers to the fact that the values are written in the margins of the table.
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3.8 Marginal pdf

For a continous joint density f(x, y) with range [a, b]× [c, d], the marginal pdf’s are:

fX(x) =

∫ d b

f(x, y) dy, fY (y) =
c

∫
f(x, y) dx.

a

Compare these with the marginal pmf’s above; as usual the sums are replaced by integrals.
We say that to obtain the marginal for X, we integrate out Y from the joint pdf and vice
versa.

Example 9. Suppose (X,Y ) takes values on the square [0, 1]×[1, 2] with joint pdf f(x, y) =
8
3x

3y. Find the marginal pdf’s fX(x) and fY (y).

answer: To find fX(x) we integrate out y and to find fY (y) we integrate out x.

fX(x) =

∫ 2 8

1 3
x3y dy =

[
4

3
x3y2

]2
1

= 4x3

fY (y) =

∫ 1

0

8

3
x3y dx =

[
2

3
x4y1

]1
0

=
2

3
y .

Example 10. Suppose (X,Y ) takes values on the unit square [0, 1]× [0, 1] with joint pdf
f(x, y) = 3(x2 + y2). Find the marginal pdf fX(x) and use it to find P (X < 0.5).2

answer:

1

fX(x) =

∫
3

0 2
(x2 + y2) dy =

[
3

2
x2y +

y3

2

]1
0

=
3

2
x2 +

1

2
.

P (X < 0.5) =

∫ 0.5

fX(x) dx =
0

∫ 0.5 3

0 2
x2 +

1

2
dx =

[
1

2
x3 +

1

2
x

]0.5
0

=
5

16
.

3.9 Marginal cdf

Finding the marginal cdf from the joint cdf is easy. If X and Y jointly take values on
[a, b]× [c, d] then

FX(x) = F (x, d), FY (y) = F (b, y).

If d is ∞ then this becomes a limit FX(x) = lim F (x, y). Likewise for FY (y).
y→∞

Example 11. The joint cdf in the last example was F (x, y) = 1(x3y+xy3) on [0, 1]2 × [0, 1].
Find the marginal cdf’s and use FX(x) to compute P (X < 0.5).

answer: We have FX(x) = F (x, 1) = 1
2(x3 + x) and FY (y) = F (1, y) = 1

2(y + y3). So
P (X < 0.5) = FX(0.5) = 1

2(0.53 + 0.5) = 5 : exactly the same as before.16

3.10 3D visualization

We visualized P (a < X < b) as the area under the pdf f(x) over the interval [a, b]. Since
the range of values of (X,Y ) is already a two dimensional region in the plane, the graph of
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f(x, y) is a surface over that region. We can then visualize probability as volume under the
surface.

Think: Summoning your inner artist, sketch the graph of the joint pdf f(x, y) = 4xy and
visualize the probability P (A) as a volume for Example 5.

4 Independence

We are now ready to give a careful mathematical definition of independence. Of course, it
will simply capture the notion of independence we have been using up to now. But, it is nice
to finally have a solid definition that can support complicated probabilistic and statistical
investigations.

Recall that events A and B are independent if

P (A ∩B) = P (A)P (B).

Random variables X and Y define events like ‘X ≤ 2’ and ‘Y > 5’. So, X and Y are
independent if any event defined by X is independent of any event defined by Y . The
formal definition that guarantees this is the following.

Definition: Jointly-distributed random variables X and Y are independent if their joint
cdf is the product of the marginal cdf’s:

F (X,Y ) = FX(x)FY (y).

For discrete variables this is equivalent to the joint pmf being the product of the marginal
pmf’s.:

p(xi, yj) = pX(xi)pY (yj).

For continous variables this is equivalent to the joint pdf being the product of the marginal
pdf’s.:

f(x, y) = fX(x)fY (y).

Once you have the joint distribution, checking for independence is usually straightforward
although it can be tedious.

Example 12. For discrete variables independence means the probability in a cell must be
the product of the marginal probabilities of its row and column. In the first table below
this is true: every marginal probability is 1/6 and every cell contains 1/36, i.e. the product
of the marginals. Therefore X and Y are independent.

In the second table below most of the cell probabilities are not the product of the marginal
probabilities. For example, none of marginal probabilities are 0, so none of the cells with 0
probability can be the product of the marginals.
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X\Y 1 2 3 4 5 6 p(xi)

1 1/36 1/36 1/36 1/36 1/36 1/36 1/6

2 1/36 1/36 1/36 1/36 1/36 1/36 1/6

3 1/36 1/36 1/36 1/36 1/36 1/36 1/6

4 1/36 1/36 1/36 1/36 1/36 1/36 1/6

5 1/36 1/36 1/36 1/36 1/36 1/36 1/6

6 1/36 1/36 1/36 1/36 1/36 1/36 1/6

p(yj) 1/6 1/6 1/6 1/6 1/6 1/6 1

X\T 2 3 4 5 6 7 8 9 10 11 12 p(xi)

1 1/36 1/36 1/36 1/36 1/36 1/36 0 0 0 0 0 1/6

2 0 1/36 1/36 1/36 1/36 1/36 1/36 0 0 0 0 1/6

3 0 0 1/36 1/36 1/36 1/36 1/36 1/36 0 0 0 1/6

4 0 0 0 1/36 1/36 1/36 1/36 1/36 1/36 0 0 1/6

5 0 0 0 0 1/36 1/36 1/36 1/36 1/36 1/36 0 1/6

6 0 0 0 0 0 1/36 1/36 1/36 1/36 1/36 1/36 1/6

p(yj) 1/36 2/36 3/36 4/36 5/36 6/36 5/36 4/36 3/36 2/36 1/36 1

Example 13. For continuous variables independence means you can factor the joint pdf
or cdf as the product of a function of x and a function of y.

(i) Suppose X has range [0, 1/2], Y has range [0, 1] and f(x, y) = 96x2y3 then X and Y
are independent. The marginal densities are fX(x) = 24x2 and fY (y) = 4y3.

(ii) If f(x, y) = 1.5(x2+y2) over the unit square then X and Y are not independent because
there is no way to factor f(x, y) into a product fX(x)fY (y).

(iii) If F (x, y) = 1(x3y + xy3) over the unit square then X and Y are not independent2
because the cdf does not factor into a product FX(x)FY (y).
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